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Effect of Localization on the prediction of the 
action of the robot 

Mr.Sameer Shastri, Ritesh Dandotia 
 

Abstract— Learning paradigms offer a great deal of insightful work that may lead the robots closure to human. Reinforcement learning is a 
learning paradigm to explore tactics that are feasible and to acquire a policy that is near – optimal, it exploits reward experiences that are 
already known. This work would explore the affect of localization value in input to the Self organinzing Map based Q learning for the 
prediction of the action of the robot. The error difference of the two cases will be compared to see effect of localization value of the robot. 

Index Terms— Action, Learning Paradigms, Localization, SOMQ.   
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1 INTRODUCTION                                                                     
he process through which intelligent systems acquire 
knowledge is called Learning. The ability of intelligent 
systems to self-learn is a must for the accumulation of 

knowledge and improvement of its performance. Self-
exploration is important in case of intelligent systems. It 
makes an intelligent agent acquire knowledge through explo-
ration of the field. 

- The goal of mobile robotics research is to develop systems 
capable of taking decisions autonomously. Autonomous Nav-
igation is achieved using sensory information taken from sen-
sors installed on robots. The key problem that the robot faces 
is the mapping of the environment. The ability of a system 
using its own sensors, to move in its environment autono-
mously is referred to as Navigation. The 3D structure not be-
longing to the plane on which robot moves can harm the robot 
if it crashes in one of these 3D structures, and therefore are 
called obstacles. The term reactive is used as there is a lack of 
information regarding the environment on which robot is 
moving i.e. the exact position of obstacles is unknown for ro-
bot. 

The mapping that will be performed is actually the correla-
tions existing between sensor data which is actually the repre-
sentation of environment and the response of the robot. 

The problem statement of field of view states that the robot 
should be able to construct its own field of view based on the 
sensory information received.  

The obstacles are varying in size and distribution. The robot 
is trained for the whole map. The data is fed to the network 
based on the  

Reinforcement learning (RL), a sub-area of machine learn-
ing, is derived from operant conditioning theory of psycholo-
gist Pavlov [1]. . It is a method of exploring feasible tactics and  

 
 

exploiting already known reward experiences to obtain a near-
optimal policy. RL is one of the most effective methods of 
solving optimization problems [2]. RL is suitable for building 
intelligent systems such as autonomous helicopter [3], com-
puter chess player [4], and spoken dialogue system [5]. 

2 RESEARCH METHOD 
2.1 SOMQ 
The Self Organizing Map gets its motivation by the feature of 
brain of the human being. The neurons are organized in multi-
dimensional lattice. The neurons compete against themselves 
to be activated according to competitive learning scheme. The 
weight vector associated with winning neuron is only updated 
in the scheme “winner takes all”. In “soft-max” rule, however , 
not only winning neuron but also other neighborhood neurons 
take part in the self organizing process. Kohonen, introduced a 
novel neighborhood concept, where the topology of input-
data space can be learned through Self Organizing Map. In 
this scheme also, the neuron lattice can be one or multi-
dimensional. A neighborhood concept among individual neu-
rons in a lattice priori embedded. As neurons update their 
weights upon competition, a meaningful coordinate system 
for different input feature over the lattice is developed. 
The neural lattice can be multi dimensional. The input vector 
x, excites each neuron. Each neuron is associated with a 
weight vector wi, the dimension of the weight vector is same 
as that of input vector. If the input vector is N x 1, then the 
weight vector will also be of N x 1. A specific neuron wins on 
the basis of distance measure f(||x − wi||). The first step is to 
initialize the weight of the network. 
There are three processes that are involved in the training of 
the Self Organizing Map: 

a. Competition 
b. Cooperation 
c. Weight Update 

Self Organizing Map topologically distributes the neurons 
over its entire domain. 
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The input layer takes the sensory input as the input to the lay-
er. This represents the state of the robot in the environment. 
The next layer is rule layer that map the input state of the ro-
bot to the possible actions of the robot. This layer is a layer of 
nonlinear units that are connected to all the nodes in the input 
layer. 

Q-learning is a popular approach to reinforcement learning, 
which learns an action-value function stored in a large Q-
table. In Q-learning, an agent tries to obtain the greatest 
reward by taking an action in the current state according to its 
action value function, which is to be improved after a reward 
is given by the environment. the effectiveness and efficiency of 
the learning process depends much on the quality of the basic 
knowledge. Touzet proposed a method of learning with a con-
tinuous state space by combining reinforcement learning and 
neural network [7]. 
  The output layer consists of units fully connected to the hid-
den layer. The output layer finally predicts the best action that 
should be taken by the robot to the given sensory input. 
The input vector I has dimensions m and the output vector A 
representing action of the robot has dimension p. 
There are three kinds of synaptic connections in the network: 
• Feedforward connections from the input nodes to each of 

the neurons in the hidden layer. These connections to neu-
ron j in hidden layer are represented by weight vector. 
                      Wjs = [ wj1s, wj2s, …… , wjms ] T 

• Lateral connections from individual neuron to each of its 
neighbor neuron. These connections are represented by the 
feedforward weight vector for a neuron j. 
                      WjQ=[ws1,jQ,ws2,jQ,………., wsr,jQ]T 
  here s1,s2.. represents the neighbor of the neuron j. 

• Feedforward connections from each of the neuron of rule 
layer to the action layer. These connections for a neuron j 
are represented by weight vector. 
                      Wja=[ w1ja, w2ja,…… , wpja ]T 
 

The complete algorithm to train network is given as: 

• Initialize all the parameters of the network which in-
clude effective width σ of the topological neighbour-
hood, number of iterations, learning rate η, time con-
stant 𝛌. 

• All the weights associated with all the connections be it 
lateral or feedforward connections, are randomly initial-
ized. 

• An input vector I is given to the first layer. Using this I 
based on the competition the winning neuro is selected 
using equation (1). 

                                    Sj=arg min || I – Wjs ||                            
(1)                                                                 where j = 
1,2,3…..,n 

• The winning rule unit Ak is selected using (2) 
                                    Ak=arg max Wx,jQ                                                                 

(2) 
• Identify the proposed action as the weight vector WAka. 
• Get the reward r from the environment corresponding 

to the given input vector I. This basically represents the 
action output that the robot takes for the given input I. 

• If r + γ x max Wx,SjQ > WQAk,Sj  where γ is discount rate, 
then update all weight vector Wka by using (3), if d2k,Ak  
< σ2. 

                                  Wka=Wka + η hk,Ak(WaAk -  Wak)                      
(3) 
          Where h is the value of neighbourhood function.  
                hk,Ak = exp (- d2 / 2 σ2 ).  

           Here d denotes the lateral distance between win-
ning neuron and excited neuron. 

• The weight vector corresponding to the state is updated 

using equation (4), if d2j,Sj < σ2. 
                            Wjs=Wjs + η hj,Sj( I -  Wsj)                                

(4) 
• The weight of lateral connections are updated using 
• Learning rate and width of neighbourhood is decreased. 
        t=t +1.  
Learning is terminated when the termination                                                                     

condition is met. Otherwise the algorithm continues from step 
2. 

 
After learning is completed using the above algorithm, 

when the input vector corresponding to the sonar values of 
the robot is fed into the trained network, the two neurons are 
selected with most similar value to input vector represented as 
y and z. The output is calculated using equation:  

                                                                                                    (6) 

 
Fig. 1. SOMQ Network 
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2.2 Root Mean Square Error 
Once the network is trained the projected value and the ex-
pected value can be found for some known input values. Us-
ing this one can find the error involved in the prediction of the 
action of the robot corresponding to the sonar input of the 
robot i.e. state of the robot in the environment. The third ac-
tion i.e. time is taken to be constant. 
RMSE is calculated using the equation: 
 
Error = ((a1expected – a2projected)2 + (a2expected – a2projected)2))1/2             
(7)                   

3 EXPERIMENT 
The robot is designed in Player/Stage which has the following 
parameters. It has five sonars mounted on it which are at an 
angle of 30 degrees. In all, it covers 180 degrees of the field of 
view of the robot. The environment that has been selected is 
unknown and unstructured obstacles.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 

 
Using player stage, the data is collected for the training of 
SOMQ. 
 
Method 1: The data is collected representing sonar values and 
the corresponding action values of the robot. The sonar 
mounted upon are 5 in numbers. 
 
Method 2: The data is collected having two more factors rep-
resenting the x position and y position of the robot and the 
corresponding action of the robot. 
 
The data is collected for target seeking robot with same condi-
tions for both the methods. 

 
 
 

 
 
 
 

 

 

 

 

 

 

 

4 EXPERIMENTAL RESULTS 
If Once the network of the neuron is trained using the algo-
rithm mentioned in the Section 5, the error is obtained over 
100 iterations using the equation (7). 
 
The input or the state of the robot in the environment is 
known and the corresponding action of the robot is also 
known. When the input is fed into the trained network it pre-
dicts the corresponding action of the robot. The two values 
expected and the projected is known. Using this error can be 
calculated. 
The error is calculated and is depicted in the figure below. 
 
The localization value of the robot is included in the input to 
the network. The values are calculated using getX and getY 
function of the robot. 
 
This input value to the network is known and corresponding 
action value or the reward is known. Using this network is 
trained again and the corresponding root mean square error is 
calculated. The error is calculated using the expected and the 
actual values. 

 
 
 
 
 
 
 
 
 
 

 

Fig.3.1:  It gives the perspective view of the robot and its envi-
ronment 
 

 

Fig.3.2: It represents the movement of the robot in the environ-
ment 
 

 

Fig.4: Error difference between the RMSE calculated by the two 
methods proposed.  
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 The error difference of the two networks is calculated and 
plotted against the number of iterations. As can be seen, the 
error is significantly reduced by including the localization fac-
tor in the input. 
Root mean square error for both the cases is calculated and 
compared. As can be seen the error decreased for the localiza-
tion added input.. 

5 CONCLUSION 
The error was calculated for the two methods discussed and the 

corresponding error difference is calculated. As can be seen due 
to the localization factor, the error has decreased. After 500 itera-
tions, for both the cases the robot was able to predict the action of 
the robot. The error difference is calculated over the hundred 
iterations. 

The algorithm may be improved using genetic program-
ming and dividing SOM networks for each category. The deci-
sion of the selection of the network is taken by genetic algorithm 
and the SOM network is trained in the similar way. 
The algorithm may be checked on the real robot to check its ef-
fect and improve it accordingly 
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